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Abstract: Heating, ventilation, and air-conditioning (HVAC) systems usually have a set-point
temperature control feature that uses the indoor dry-bulb temperature to control the indoor
environment. However, an incorrect set-point temperature can reduce thermal comfort and result
in unnecessary energy consumption. This study focuses on a derivation method for the optimal
cooling set-point temperature of an HVAC system used in office buildings, considering the thermal
characteristics and daily changes in the weather conditions, to establish a comfortable indoor
environment and minimize unnecessary energy consumption. The operative temperature is used
in the HVAC system control, and the mean radiant temperature is predicted with 94% accuracy
through a multiple regression analysis by applying the indoor thermal environment data and weather
information. The regression equation was utilized to create an additional equation to calculate the
optimal set-point temperature. The simulation results indicate that the HVAC system control with the
new set-point temperatures calculated from the derived equation improves thermal comfort by 38.5%
(26%p). This study confirmed that a cooling set-point temperature that considers both the thermal
characteristics of a building and weather conditions is effective in enhancing the indoor thermal
comfort during summer.

Keywords: thermal comfort; set-point temperature; thermal environment; mean radiant temperature;
HVAC system

1. Introduction

People currently spend 87% of their time indoors [1]. As indoor activities are conducted more
frequently, occupants are attempting to create indoor thermal environments that allow them to feel
comfortable [2]. Fanger defined thermal comfort as “the condition of mind that expresses satisfaction
with the thermal environment” [3]. Thus, the extent to which the thermal comfort of building occupants
is maintained has become an important part of a building performance evaluation [4]. In addition, it
is crucial to consider not only the thermal comfort of the occupants but also a management plan to
satisfy the comfort level of an indoor environment during the design and operation of a building [5].

To create a comfortable indoor environment, most buildings use a set-point temperature control in
the heating, ventilation, and air-conditioning (HVAC) systems, which measures the indoor temperature
of a specific space and controls it through a comparison with the set-point temperature [6]. This
control usually considers the indoor dry-bulb temperature for convenience, which is the set-point
temperature set by the occupant or manager [7]. However, it is insufficient to consider the thermal
equilibrium or radiant heat transfer of the human body inside a building [8]. To achieve thermal
comfort of the occupants, it is important to consider not only the indoor dry-bulb temperature but also
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different variables, such as the thermal environment’s factors, building usage, occupant characteristics,
and weather conditions; however, it is not easy to satisfy every occupant in a space and control the
indoor conditions simultaneously [9,10]. In addition, occupants apply trial and error to set the indoor
temperature to a comfortable level, thus causing occupant discomfort and leading to unnecessary
energy consumption [11,12].

More notably, because different buildings have different shapes, types of insulation, fenestrations,
and window-to-wall ratios, their thermal characteristics manifest in different ways. Because the thermal
characteristics of a building are a primary element, along with weather conditions, in establishing an
indoor environment [5], both should be applied as key values in HVAC system controls. However,
in the Republic of Korea, buildings are controlled using a one-size-fits-all model, pursuant to the laws
and administrative regulations (26 ◦C for cooling; 20 ◦C for heating) to prevent excessive building
energy consumption regardless of the thermal comfort of the occupants [13]. The different thermal
characteristics of a building and daily changes in the weather conditions are not considered, and can
potentially increase occupant discomfort and deteriorate the work productivity [6].

To overcome the limitations of conventional control, comfort controls have been studied by
considering the indoor temperature and various factors of the thermal environment. A previous
study defined comfort control as “maintaining a constant level of comfort throughout the entire
period” [14], and many studies have applied using various thermal environment indices, including the
comfort zone developed by the American Society of Heating, Refrigerating, and Air-Conditioning
Engineers (ASHRAE) [8,15]; adaptive thermal comfort [16,17]; and Fanger’s predicted mean vote
(PMV) model [11,12,18–23] as control criteria. The results indicate that applying comfort control is
advantageous to increasing indoor comfort and reducing energy consumption, and a new direction for
the progress of HVAC systems control was suggested. However, a variety of problems have emerged
in terms of comfort control; e.g., measurement sensors under difficult-to-measure variables, including
the air velocity, mean radiant temperature (MRT), and clothing insulation; increased maintenance costs;
and a delayed processing time owing to complex computations [24,25]. For these reasons, limitations
in applying comfort control to actual buildings have been shown.

Despite diverse methods being used to control HVAC systems for indoor environments, an incorrect
set-point temperature may reduce the thermal comfort of the occupants and cause unnecessary energy
consumption. In addition, because the thermal characteristics of a building are diverse and dealing
with outdoor environments is a daily challenge, a fixed and uniform set-point temperature is not
always suitable for thermal comfort, and it is not easy for the occupants or manager to determine an
optimal set-point temperature for a certain building.

This study was motivated by the idea that an HVAC system should be controlled by considering
the thermal characteristics of a building and the weather conditions. Therefore, this study mainly
focused on a derivation method of the optimal set-point temperature when considering daily changes
in the weather conditions and the thermal characteristics of an office building using an HVAC system.
To achieve an advanced thermal comfort in a controlled space, this study applied the operative
temperature to the set-point temperature control instead of the dry-bulb temperature. The operative
temperature was defined as a uniform temperature of a radiantly black enclosure in which an occupant
would exchange the same amount of heat by radiant and convection as in the actual non-uniform
environment [26]. Additionally, it was dealt with as a thermal environment index that considers both
the indoor temperature and the MRT, which have a significant effect on the PMV [27], among other
major variables for a thermal environment. Despite agreement among the current thermal comfort
standards or thermal comfort models that the MRT must be considered in an HVAC system control, it
has often been a practice to avoid measuring the MRT and instead assume that it is equal to the dry-bulb
temperature [28,29], due to several reasons, such as complicated MRT measurement methods [30–32]
and a hypothesis that surrounding indoor surfaces have a uniform temperature and radiation flux [33].
However, that can lead to the incorrect determination of PMV and comfort level [28]. Although recently,
various attempts have emerged to predict variables such as metabolic rate and clothing insulation,
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which are difficult to measure and are used as an assumed value [34–37], they are still limited when
finding a way of predicting the MRT in high accuracy. Therefore, instead of directly measuring the MRT
with sensors and assuming that the MRT and dry-bulb temperature are equal, this study also proposes
a prediction method for the MRT; namely, an MRT regression model that applies simple datasets,
including the indoor thermal environment data of the subject building and the weather information at
3-h intervals provided from the Korea Meteorological Administration (KMA) [38]. From combining
both an MRT regression equation and the operative temperature equation, the set-point temperature
equation that can maintain an operative temperature suitable for the subject building was established
and applied, such that, when the weather data are input, the set-point temperature suitable for the day
is able to be changed for the HVAC system. Despite the existence of other prediction methods (e.g.,
machine learning and artificial neural networks (ANNs)), the reason for using a regression analysis for
MRT prediction is to create a set-point temperature equation that anyone can easily access while also
using the operative temperature equation.

To achieve the above study objectives, this study concentrated on cooling control during summer
(August) with high solar radiation. The equation used for accurately deriving the cooling set-point
temperature was then developed by (i) establishing two types of datasets; namely, thermal environment
and weather conditions (e.g., the indoor temperature, outdoor temperature, and sky cover) datasets;
(ii) deriving significant variables for predicting the MRT; (iii) constructing an MRT regression model
using the selected input variables; and (iv) deriving the set-point equation by combining the MRT
regression equation and the operative temperature equation. This study aims to overcome the control
limitations of a conventional HVAC system by maintaining indoor comfort and enabling energy-efficient
control in buildings. The results of this study will contribute to maintaining comfortable indoor
environments during the summer months.

2. Methodology

2.1. Study Process

To derive the equation of the cooling set-point temperature for the subject building, three main
steps were followed, as shown in Figure 1.
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Figure 1. Study process.

In Step 1, for the subject building used in the present study, simulation modeling was implemented
using a building energy dynamic analysis program, EnergyPlus version 8.6 (US Department of Energy,
Washington, DC, USA, 2016). An overview and modeling of the subject building are described in
Section 2.2. Subsequently, both the indoor thermal environment of the subject building and the weather
data were established in each dataset. Here, the dataset indicates data on a group of several variables
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regarding the indoor thermal environment or the weather data, which can achieve a high accuracy
when predicting the MRT; accordingly, it is important to find the appropriate variables in this study.
The established dataset was implemented in the MRT regression model through the statistical program
SPSS version 25.0 (SPSS Inc., Chicago, IL, USA, 2018).

In Step 2, the MRT regression equation was used to calculate the optimal set-point temperature
to maintain a suitable operative temperature of the subject building. This study combined the MRT
regression equation with the operative temperature equation and derived a set-point temperature
equation for the subject building. Considering that the weather conditions and MRT change hourly,
the suitable temperatures for each hour of the day were calculated, and the median of the calculated
temperatures was used to select the set-point temperature of the day.

Finally, in Step 3, the daily set-point temperatures calculated from the above were applied to the
HVAC system of the subject building through EnergyPlus. This study analyzed the characteristic changes
in the indoor thermal environment and the thermal comfort after applying HVAC system control.

2.2. Subject Building

The subject of this study is an office building located in Gangnam-gu, Seoul. To achieve the
purpose of this study, which considers the MRT, the subject building was deemed suitable as a location
where the influence of the external environment, especially solar radiation, was applicable. This is
because reflected solar radiation in HVAC indoors can significantly alter occupants’ thermal comfort
and MRT gives information about the extent of this influence [29]. Thus, within the perimeter zone
(which is a space to twice ceiling height from the outer wall and referred to a passive zone), the subject
building can be easily affected by outdoor air and solar radiation while ensuring direct daylight and
natural ventilation [39]. Hence, an office building with a higher proportion of the perimeter zone was
selected as the study subject, as shown in Figure 2. In addition, Figure 3 shows the front view and
simulation modeling of the subject building. The 10th floor of the building was selected as the subject
floor, the indoor thermal environment and electrical energy consumption of which were analyzed in
this study.
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Figure 3. (a) Front view of subject building; (b) simulation modeling of subject building.

It is first necessary to set the operative temperature range suitable for the subject building.
The Chartered Institution of Building Services Engineers (CIBSE) recommends maintaining an operative
temperature range of 22–24 ◦C (PMV = ±0.25) to create a suitable thermal comfort zone for office
buildings during the summer, as shown in Table 1 [40]. Using this range, the target operative
temperature of the subject building was set at 23 ◦C; i.e., the average comfort range. In addition, the air
velocity was set at 0.15 m/s based on the CIBSE recommendation. Table 2 provides an overview of the
subject building and the input data of the simulation.

Table 1. Recommended design requirements for an office (Chartered Institution of Building Services
Engineers, CIBSE).

Building/Room Type

Winter Summer

Operative
Temp. [◦C]

Metabolic
Rate [met]

Clothing Insulation
[clo]

Operative
Temp. [◦C]

Metabolic
Rate [met]

Clothing Insulation
[clo]

Office:
executive 21–23 1.2 0.85 22–24 1.2 0.7
general 21–23 1.2 0.85 22–24 1.2 0.7

open-plan 21–23 1.2 0.85 22–24 1.2 0.7

Notes: Temperature ranges based on stated values of met and clo and predicted mean vote (PMV) of ±0.25.
Calculation assumes relative humidity = 50% and air velocity = 0.15 m/s.

The mean bias error (MBE) and coefficient of variation of the root mean squared error (CVRMSE)
were used as evaluation indices to verify the accuracy of the simulation modeling. Figure 4 shows a
graph comparing the actual electrical energy consumption of subject floor and the predicted electrical
energy consumption of the subject building from a simulation for the month of August, whereas
Table 3 lists the test results indicating the simulation accuracy. The test results reveal that the predicted
consumption of the subject building from the simulation satisfy the requirements in ASHRAE Guideline
14 [42], demonstrating that it can be used to model the subject building.
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Table 2. Overview of subject building and EnergyPlus input data.

Overview of Subject Building

Location Gangnam-gu, Seoul
Usage Office
Light 9201 m2

Structure Steel framed reinforced concrete
Scale B7/14F

Simulation Conditions

Operation time Weekday: 08:00–21:00/Weekend: off

Metabolic rate 70 W/m2

Lighting 12 W/m2

Equipment 11.8 W/m2

Occupant density 0.2 person/m2

Min. outdoor air rate 0.1 ACH
Cooling set-point temperature 26◦C

Weather data Seoul, Republic of Korea (.epw)

Building Envelope and HVAC

Wall 0.147 W/m2K
Window 1.21 W/m2K (SHGC: 0.507)

Roof 0.136 W/m2K
Floor 0.146 W/m2K

HVAC System air conditioner

EHP indoor unit (floor) Cooling: 60 kW
Heating: 68 kW

EHP outdoor unit (floor) Cooling: 63.8 kW
Heating: 69.3 kW

Ventilation ERV system (floor) 2000 CMH

Input parameters of PMV

Air velocity [40] 0.15 m/s
Clothing insulation (office) [40,41] 0.7 clo (summer)

Metabolic rate (office) [40,41] 1.2 met (summer)Sustainability 2019, 11, x FOR PEER REVIEW 7 of 20  
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Table 3. Reliability test results of simulation modeling.

Data CVRMSE MBE

Prediction evaluation standard (hourly) 30% ±10%
Simulation modeling 25.29% 3.88%

2.3. Datasets

2.3.1. Thermal Environment Dataset for Subject Building

(1) Setting the Range of Temperature Changes
Before establishing the thermal environment dataset, it was necessary to consider the significant

range of indoor set-point temperatures, because this study used simulation modeling, instead of the
measured data, to build a dataset. In other words, this study aimed to create a thermal environment
dataset in a virtual space rather than in a real space. Previous studies have confirmed how the indoor
temperature range was determined based on an assumption of HVAC operation during summer
and occupants inhabiting the building. Considering previous studies and standards [11,13,24,41],
the temperature range was set to 20–28 ◦C in this study; this is a wide range considering the occupant
presence during summer HVAC use, allowing changes in the thermal environment to be analyzed in
accordance with those of the set-point temperatures. Table 4 summarizes the above.

Table 4. Range of temperature change in the thermal environment dataset of the subject building.

Classification
Regulatory Range for

Using PMV in ISO
7730:2005 [43]

Range of Previous Study
(Occupant Presence During

Summer HVAC Use)

Energy Regulatory
Standards in the Republic

of Korea [13]

Range of Temperature
Changes Applied in

This Study

Temperature [◦C] 10–30
22–26 [11] Cooling: 26 20–28
23–29 [24]

(2). Establishment of the Thermal Environment Dataset
To select certain factors to improve the accuracy of the MRT prediction, this study arranged factors

affecting the MRT. Equation (1) is the MRT equation [42], and thermal environment variables that can
be input, except for the constant and fixed values, are the globe temperature and air velocity. Here,
the globe temperature is a quantity which is measured directly by a globe thermometer [26].

MRT =
4

√(
Tg + 273.15

)4
+

1.06× 108 ×V0.58
a

ε×D0.42
× (Tg − Ta) − 273.15 (1)

where MRT = mean radiant temperature, ◦C; Tg = globe temperature, ◦C; Ta = air temperature, ◦C;
ε = globe emissivity, 0.95; Va = air velocity, m/s; and D = globe diameter, m.

Considering a previous study [26], the globe temperature can be found as a function of air velocity,
MRT, and air temperature as follows:

Tg = f (Va, MRT, Ta) (2)

Summarizing both equations, MRT can be inferred from two variables, including air temperature
and air velocity. Because the air velocity was input into EnergyPlus at a CIBSE fixed value of 0.15 m/s,
as described in Section 2.2, the air velocity, which is fixed, was excluded as a factor of consideration
in this study. Consequently, in this study, the indoor temperature and MRT were selected as the
thermal environment data, and the thermal environment dataset of the subject building was established
accordingly, from the simulation. Using 24 h of operation in August as the default, the indoor set-point
temperature was changed from 20 ◦C to 28 ◦C, and the thermal environment data for each temperature
from the simulation result were arranged hourly.
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2.3.2. Weather Information Dataset

Currently, KMA forecasts weather information from the next day to the proceeding day at 3-h
intervals [38], including the outdoor temperature, humidity, wind direction, wind speed, and sky
type. Here, sky type is a classification based on the amount of cloud cover determined in four stages
(clear, partly clear, cloudy, and overcast). MRT indicates different values depending on the outdoor
temperature facing the walls and the solar radiation. The solar radiation values change depending
on the sky type; typically, a small amount of cloud cover leads to more solar radiation and a longer
duration of sunshine [44]. Hence, in this study, it was determined that the outdoor temperature and
sky type are factors significantly affecting the MRT, and they were thus selected as variables for use
in the MRT regression model. Nonetheless, instead of using data from KMA, standard weather data
in Seoul were used to implement the simulation. The weather data were organized in 3-h intervals
(00:00-23:59, for a total of eight intervals), similar to those provided by KMA. Because the sky type is a
type of ordinal data, it can be classified into consecutive phases. As shown in Table 5, the sky type
found in the weather data was classified into four phases in the manner provided by KMA [45]. Here,
sky clearness in the weather data is one of the factors used to determine sky type and luminous efficacy
of solar radiation [46], which represents the amount of cloud cover in this study.

Table 5. Classification of sky type in the weather dataset.

Category Clear Partly Cloudy Cloudy Overcast

Sky type (into dataset) 1 2 3 4
Sky clearness [X] (from weather data) 6 ≤ X 3 ≤ X < 6 1.2 ≤ X < 3 X < 1.2

2.4. Multiple Regression Analysis

In this study, a statistic analysis was used to predict the MRT in the subject building. To predict
the MRT, numerous variables concerning the thermal environment influencing the MRT should
be considered and their relationships should be understood. A regression analysis is a related
technique used to assess the relationship between the outcome variable and one or more risk factors or
confounding variables. The outcome variable is also called the response or dependent variable, and the
risk factors and confounders are called the predictors, or explanatory or independent variables [47]. A
multiple linear regression analysis is an extension of a simple linear regression analysis and is used to
assess the association between two or more independent variables and a single continuous dependent
variable [48]. In addition, its purpose, conditional on a statistically significant overall prediction, is to
draw conclusions regarding individual predictor variables [49]. The multiple regression analysis used
in this study is comprised of analyses that adopt 95% accuracy as the statistically significant threshold.

2.5. Derivation of Set-Point Temperature

The set-point temperature in the HVAC system control used in this study applies the operative
temperature considering both the indoor temperature and MRT; further, the target operative temperature
of the subject building was set at 23 ◦C; i.e., the average of the comfort range (recommended operative
temperature in an office of 22–24 ◦C; source: CIBSE).

Equation (3) can be used as a simplified equation to calculate the operative temperature when
the indoor air velocity is 0.2 m/s or less [41]. Because the indoor air velocity was set at 0.15 m/s,
the simplified equation was used.

OT =
1
2
(MRT + Ta) (3)

where OT = operative temperature, ◦C.
When the OT is set at 23 ◦C and is organized for Ta through Equation (3), Equation (4) is obtained

as follows:
Ta = 2× 23(◦C) −MRT (4)
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When the MRT regression equation is derived, this equation is then replaced with the MRT of
Equation (4) to derive the set-point temperature equation.

3. Results and Discussion

This study is based on two types of data: the simulation data derived from the simulation program
EnergyPlus to create the thermal environment of the subject building (e.g., the indoor temperature,
operative temperature, and MRT), and KMA data, which provide weather information (e.g., the outdoor
temperature and cloud cover). These data were used to derive the MRT regression equation, which
was suitable for the subject building.

3.1. Equation of MRT Regression Model

3.1.1. Dataset Establishment

Because the data above for the indoor temperature, MRT, outdoor temperature, and sky type do
not include time information about when the data were measured, it is difficult to identify the relations
among the data for a particular time. If the time data are included in the variable of the regression
model, it can help increase the accuracy [50]. Because the MRT at a specific time differs depending
on its relationship with the indoor temperature, outdoor temperature, and sky type, it is necessary
to consider the time variable. As a result, a dataset with the following variables was established:
(i) indoor temperature, (ii) outdoor temperature, (iii) sky type, and (iv) time. Because the time data are
characterized as cyclic data and exhibit regular cycles, the data were converted using trigonometric
functions (sin θ and cos θ), as shown in Table 6 [51].

Table 6. Time data conversion into trigonometric functions.

Variable Data

Hour sin
(
π

(
(dd−n

···dd)
3.5

))
; cos

(
π

(
(dd−n

···dd)
3.5

))
d: day

3.1.2. Derivation of the MRT Regression Equation

Based on the organized datasets above, the MRT was set as the dependent variable, whereas the
indoor temperature, outdoor temperature, sky type, and time data were input as the independent
variables to conduct a stepwise multiple regression analysis. The stepwise multiple regression analysis
inputs independent variables in order of the contribution level and reviews and removes the variables
in each step. Table 7 compares the coefficient of determination (adjusted R2), determining the accuracy
of the regression model, depending on the combination.

Table 7. Prediction accuracy of mean radiant temperature (MRT) regression model.

Classification Independent Variable (Correlation Coefficient) adj. R2

1O Indoor temperature (0.897) 0.805
2O 1O + Outdoor temperature (0.274) 0.880
3O 2O + Sky type (−0.269) 0.916
4O 3O + Time (sinθ: −0.264, cosθ: −0.161) 0.936

According to the analysis of the multiple regression model for the MRT, the regression model
using indoor temperature, outdoor temperature, sky type, and time data indicate a coefficient of
determination (adjusted R2) of 0.936 and exhibit the highest accuracy rate, at a probability of 94% for
the dependent variable, among the other combinations of independent variables. In this regard, it was
found that these four variables can predict the MRT; therefore, they were selected as variables for the
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MRT regression model: (i) indoor temperature, (ii) outdoor temperature, (iii) sky type, and (iv) time.
The MRT regression model finally implemented in this study is expressed as in Equation (5).

MRT = 6.382 + 0.914× Ti + 0.086× To − 1.060× ST − 0.712× Timesin − 0.459× Timecos (5)

where MRT = mean radiant temperature, ◦C; Ti = indoor temperature, ◦C; To = outdoor temperature,
◦C; ST = sky type; Timesin = sin θ of time; and Timecos = cos θ of time.

To validate the MRT prediction accuracy of the multiple regression model, the predicted data
from the regression model and data from simulation modeling were compared, and the accuracy
was evaluated using CVRMSE and MBE. Figure 5 shows a graph comparing the MRT data between
prediction and simulation for August when the subject building was controlled at an indoor temperature
of 23 ◦C, whereas Table 8 shows the reliability of the test results. The test results indicate that the model
satisfies the requirements in ASHRAE Guideline 14 and can be used as an MRT regression model.
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Table 8. Reliability test results of MRT regression model.

Data CVRMSE MBE

Prediction evaluation standard (hourly) 30% ± 10%
MRT regression model 2.57% −0.03%

3.2. Calculation of Set-Point Temperature

3.2.1. Equation of the Set-Point Temperature of the Subject Building

When the MRT in Equation (4) is replaced with the MRT regression Equation (5) and is reorganized
into an equation for Ti, Equation (6) is derived.

Ti = 20.699− 0.045× To + 0.544× ST + 0.332× Timesin − 0.040× Timecos (6)

Here, Ti represents the optimal indoor temperature satisfying the thermal comfort of the occupants
when considering both the thermal characteristics and hourly changes in the weather conditions of the
building. Hence, the HVAC systems should set Ti as the indoor set-point temperature.

3.2.2. Calculation of the Set-Point Temperature of the Subject Building

The outdoor temperature, sky type, and time data at 3-h intervals for August were collected
from the weather data and input into the set-point temperature equation; subsequently, the hourly
set-point temperatures were calculated. Table 9 lists how the set-point temperature is calculated daily.
The outdoor temperature from KMA is indicated at 3-h intervals, and the calculated temperature refers
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to the set-point temperature calculated from Equation (6). The median of the calculated temperatures
during the operation hours of the building is calculated as the set-point temperature of that day.

Table 9. Daily set-point temperature calculations for August.

8/1 8/2 8/31

Time Outdoor
Temp.

Calculated
Temp.

Set-Point
Temp.

Outdoor
Temp.

Calculated
Temp.

Set-Point
Temp.

Outdoor
Temp.

Calculated
Temp.

Set-Point
Temp.

[hour] [◦C] [◦C]

01:00
21.9

. . .

21.7
02:00

03:00 21.8
22.1

21.3
22.2

24.1
22.004:00

05:00

06:00 20.8
22.3

21.1
22.3

23.1
22.207:00

08:00

21.2 21.4 21.0

09:00 24.6
21.0

22.8
21.6

26.3
21.410:00

11:00

12:00 27.8
21.2

24.8
21.3

30.2
21.013:00

14:00

15:00 28.13
20.9

26.2
21.0

32.7
20.716:00

17:00

18:00 26.1
21.4

26.0
21.4

32.6
20.619:00

20:00

21:00 23.7
21.6

24.3
21.6

29.4
21.322:00

23:00

24:00 21.9 21.9 21.8 22.0 26.4 21.7

Figure 6 shows the time series plot of the set-point temperatures for August. Here, the daily
set-point temperature is a comfortable indoor temperature when considering the thermal characteristics
of the subject building. The different set-point temperatures each day imply that the indoor temperature
should be set differently to reflect the daily changes in the weather conditions. Therefore, to maintain
indoor comfort, it is important to change the set-point temperature depending on the weather conditions,
instead of using a fixed temperature.
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3.3. Application of the Calculated Set-Point Temperature for an HVAC System

3.3.1. Influence of Thermal Environment

The set-point temperature calculated was input as a set-point temperature for the HVAC system
of the subject building for one day, and the resulting value was examined using EnergyPlus. Here,
when the HVAC system was controlled at the calculated set-point temperature, it was referred to as
a new set-point temperature control. To analyze the resulting outcomes more precisely, the August
weather information was identified from the weather data for Seoul, and the day indicating the average
outdoor temperature was selected (August 24).

Figure 7 shows a graph indicating the indoor temperature, MRT, operative temperature, and
set-point temperature when the calculated daily set-point temperature is applied to the HVAC system
control on August 24. The set-point temperature of that day was 21.2 ◦C, and it was found that
the HVAC use started at 08:00, and the indoor temperature was set to the set-point temperature at
09:00. Because the MRT increased or decreased with the fluctuation in the outdoor temperature,
the MRT and the outdoor temperature showed a high correlation. The time series plot of operative
temperatures revealed an increase or decrease in the afternoon, owing to the effect of the outdoor air
and solar radiation; however, the temperature was still controlled at close to the initially set operative
temperature of 23 ◦C. It was determined that the set-point temperature calculated by predicting the
hourly change in the MRT was computed appropriately for the target operative temperature of 23 ◦C.
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Figure 7. Time series plot of indoor thermal environment data during new set-point temperature
control (August 24).

Figure 8 shows the time series plot of indoor temperatures, MRTs, and the operative temperatures
when the daily set-point temperature calculated was applied to the HVAC system control for August. It
was found that the indoor temperatures were maintained at the calculated set-point temperatures, and
the operative temperatures can be seen reaching the target operative temperature (23◦C). In particular,
Monday morning shows a relatively higher MRT and operative temperature; it is conjectured that
owing to an increased cooling load owing to a lack of HVAC operation over the weekend, some time
was required to reach the target operative temperature. On the days of operation other than Monday
or certain high MRT days, it can find in Figure 8 that the operative temperature ranged from 23 to
25 ◦C and approached 23 ◦C over time.
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Figure 8. Time series plot of indoor temperatures, MRTs, and operative temperatures for August during
new set-point temperature control.

Figure 9 shows the distribution of the operative temperature for August using a box plot.
The operative temperature of the subject building for August ranged from 22.9 to 25.7 ◦C, indicating a
change of 3 ◦C. The median temperature was 23.7 ◦C, and most of the operative temperatures were
between 23.5 and 24.4 ◦C, thereby demonstrating that, although a slight gap was found from the
initially set operative temperature of 23 ◦C, the temperature was controlled relatively closer to the
target temperature.
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Figure 9. Distribution of operative temperatures for August during new set-point temperature control.

3.3.2. The Influence of Thermal Comfort

Two additional controls were selected in this study: one with the set-point temperature controlled
at a dry-bulb temperature of 23 ◦C, which was the same as the target operative temperature, indicating
that the MRT was not taken into account, and the other with the conventional set-point temperature in
the Republic of Korea controlled at a dry-bulb temperature of 26 ◦C. The new set-point temperature
control and the two additional controls were compared based on their indoor thermal environment
and thermal comfort. The analyzed data were examined starting from 1 h after HVAC system control
had begun (09:00).
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Figures 10–12 show graphs and box plots representing the new set-point temperature control and
the two additional controls (23 ◦C and 26 ◦C set-point temperature controls) for the PMV distribution
in August. For the new set-point temperature control, the temperature was primarily included within
the comfort range (−0.5 < PMV < 0.5), and the occupants were satisfied with the indoor comfort during
HVAC system control. However, for the 23 ◦C set-point temperature control, the PMV values were
distributed widely in the comfort and discomfort zones. In particular, it was found that the 26 ◦C
set-point temperature control exhibited no hours of comfort during August. These results identified a
problem; that is, controlling the temperature at the conventional set-point temperature of 26 ◦C would
lower the indoor comfort level.
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According to the results obtained during the analysis period (Table 10), the discomfort hour ratio
for the new set-point temperature control was 6.3%, that for the 23 ◦C set-point temperature control
was 32.4%, and that for the 26 ◦C set-point temperature control was 100%, which suggests that the
new set-point temperature control was more effective in creating a comfortable indoor environment.
More importantly, the comfort hour ratio of the new set-point temperature control was 93.6%; i.e.,
an improvement in the indoor comfort of 38.5% (26%p) from 67.6% in the control group that did
not consider the MRT (23 ◦C set-point temperature control). Given these findings, the new set-point
temperature control that considers the MRT is regarded to be more effective in improving the indoor
comfort than the conventional control method.

Table 10. PMV distribution hours and ratios by control for August.

Range of PMV [X]
New Set-Point Temp. 23 ◦C Set-Point Temp. 26 ◦C Set-Point Temp.

Hour Ratio [%] Hour Ratio [%] Hour Ratio [%]

Hot 2 < X 1 0.3 3 1.0 12 4.0
Warm 1 < X ≤2 4 1.3 14 4.7 239 79.9

Slightly warm 0.5 < X ≤ 1 14 4.7 80 26.8 48 16.1
Comfort −0.5 ≤ X ≤ 0.5 280 93.6 202 67.6 0 0.0

Slightly cool −1 ≤ X < −0.5 0 0.0 0 0.0 0 0.0
Cool −2 ≤ X < −1 0 0.0 0 0.0 0 0.0
Cold X < −2 0 0.0 0 0.0 0 0.0

Total 299 100 299 100 299 100

On the other hand, the cooling energy consumption of the new set-point temperature control
was shown to be about 19% higher than that of the 26 ◦C set-point temperature control, and about 6%
higher than that of the 23 ◦C set-point temperature control. This is supported by the fact that cooling
energy consumption is dependent on the set-point temperature, and the new set-point temperature
control set generally lower set-point temperatures than other controls. However, the goal of this
study was the suggestion of daily optimal set-point temperature for reducing the inconvenient
process and occupant discomfort; accordingly, the new set-point temperature control would be able to
minimize the unnecessary energy consumption from trial and error to set the indoor temperature to a
comfortable level.
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4. Conclusions

In this study, a method was suggested for deriving a cooling set-point temperature when
considering the thermal characteristics of the subject building and the weather conditions, and its effect
on improving the level of indoor comfort was tested. During this process, two main points should be
considered: the MRT regression model was constructed and the daily optimal set-point temperatures
were calculated using the predicted MRTs. The conclusions from this study are as follows:

1. To construct the MRT regression model, the following variables were used: (i) indoor temperature,
(ii) outdoor temperature, (iii) sky type (cloud cover), and (iv) time; further, a multiple regression
analysis on the MRT was conducted. The results indicated an adjusted R2 of 0.936, a CVRMSE of
2.57%, and an MBE of –0.03%, which satisfy the requirements in ASHRAE Guideline 14. As the
results indicate, it was found in this study that the prediction of the MRT can be implemented
using the above four variables.

2. The daily optimal set-point temperatures of the subject building calculated for the month of
August ranged from 20.8 to 21.7 ◦C. This demonstrates that the set-point temperature used
to maintain the indoor comfort level should vary in accordance with the changes in the daily
weather conditions.

3. The comfort hour ratio of the new set-point temperature control was 93.6%, which improved the
indoor comfort by 38.5% (26%p) from 67.6% when the MRT was not considered (23 ◦C set-point
temperature control). Consequently, the new set-point temperature considering the thermal
characteristics of the building and the weather conditions are regarded to be more effective at
improving the indoor comfort than the existing set-point temperature.

The key point of the findings was that the set-point temperature should be modified by each
building and the weather conditions, which was verified. In addition to such findings, there are still
certain limitations, and future improvements are, therefore, required. Before implementing the method
suggested in the present study, an indoor thermal environment dataset of the subject building should
be established in advance through simulation modeling. In addition, the derived MRT regression
model is limited to a certain building. Thus, the set-point temperature equation derived in this study
shows a limitation in terms of the general applicability. In addition, because the thermal comfort
is based on multiple thermal components, including the humidity, human activity, and clothing
insulation, additional variables should be supported to accurately predict the MRT and should be
considered to support the present research findings. Although this study applied the daily set-point
temperatures in consideration of the equipment load, hourly intervals’, or other intervals’ set-point
temperatures instead of daily set-point temperatures may be more efficient to create a comfortable
indoor environment. Future studies will be conducted to derive a set-point temperature equation that
can include various thermal-environment factors and the thermal characteristics of buildings based on
more diverse data, and calculate hourly set-point temperatures, for which the present study can be
applied as basic research. Furthermore, instead of the statistical regression analysis, future studies can
consider the state-of-the-art technologies for prediction methods, such as machine learning, artificial
intelligence, and ANN, which are widely used throughout the industry, especially by various building
researchers [34,36,50–53]. Considering the trade-off between maintaining indoor comfort and reducing
energy consumption, it might be difficult to view the control strategy suggested in this study as a
fundamental solution to reduce the energy consumption. Therefore, an HVAC system control that can
maintain a high level of indoor comfort and reduce energy consumption in a balanced manner should
be developed in future studies.
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